
  
Abstract— Without any doubt, state of art advertisement 

insertion mechanisms along with the requested video content has 
emerged to be the most crucial part of online video delivery 
ecosystems. There are several widely deployed methods which 
have been used since the first days of video streaming such as tag 
word matching between video content versus advertisement 
content along with manual matching-based approaches. 
Conventional but non-scalable and context independent methods 
cannot fulfil the requirements of an online video platform when 
there are several millions of user generated videos along with 
premium content and advertisement of varying production 
quality. In such environment, a content aware advertisement 
insertion framework is required based on object recognition, 
machine learning and artificial intelligence to understand the 
context of the video and match appropriate advertisement and 
stitch the advertisement at the most convenient moment of the 
target video content. In this paper, SuperEye; a deployment ready, 
content aware, scalable, distributed advertisement insertion 
framework for a 5G oriented online video platform is designed and 
developed. The foundational object analyzing mechanism of the 
underlying system examine each particular context that is part of 
the wider video and advertisement catalogue using object 
recognition while generating a time-lapse map of all objects that 
are detected through the video. Based upon this information, the 
framework matches the most significant object that is detected for 
a particular interval and associates the advertisement with similar 
properties. Additionally, this novel technique does not require any 
watch history or personalized data related to the user, but 
primarily interested in only the current requested content 
information. Therefore, this framework can work along with any 
type of recommendation engine or rank based association 
algorithm. The proposed framework is independent of the user 
information and regarding the subjective user results collected, 
successful video to ad match ratios of SuperEye significantly 
exceed the current implementations of YouTube, Vimeo and 
DailyMotion. 

Index Terms—Online Video Streaming, Advertisement 
Insertion, Object Detection, Object Recognition, Behavior 
Detection, Quality of Experience, Artificial Intelligence 

I. INTRODUCTION 
he close relationship of online video streaming and 
advertisement insertion has evolved to dominate today’s 

world wide web as the primary origin of profit source. The 
origin of the revenue is generally based on matching correct 
target consumer with most relevant advertisement. Each 
successful video advertisement engagement results in a win-
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win situation for all the parties that build up the online video 
ecosystem: consumer, content provider, advert owner and the 
broker which refers to the online video streaming platform in 
this context. 
 The consumer requests content from the online video 
streaming webservices related with genre and relevance 
interests. Quality of Experience (QoE) is the success of these 
webservices that can be measured with active watch duration of 
consumers, which can be directly taken as a degree of customer 
satisfaction [1]. 

The content provider creates either premium or user-
generated videos to increase channel’s reputation and the 
number of online subscribers. Independent of the size of the 
content provider, this can be either a multinational news 
channel on YouTube or a local entertainment channel on 
Vimeo. The goal is to increase audience watch duration which 
will attract more advertisement engagement and statistically 
this concludes as the success of the online video channel [2]. 

The advert owner intends to reach wide audience with 
relevant interests about the advertised product. Following the 
primary intention of reaching a wider audience, correct 
customer engagement must be established in the shortest 
feasible campaign duration which will keep the advertisement 
budget in the lowest possible levels.   

The broker hosts the online video streaming platform to 
provide mechanisms for content providers to broadcast their 
content in order to provide relevant videos to the consumers, 
while providing an advertisement dashboard to instantiate a 
campaign for the advert owner. More consumers with higher 
active watch durations mean better online video services which 
concurrently attract higher number of advert owners. 
 This creates a strong satisfaction-based relationship between 
the parties that forms the online video ecosystem. However, 
there is only one fact that prevents the consumer’s overall QoE 
[3]. Consumers intend to watch the provider’s content and not 
the advertisement! So, the primary task of brokers is to find a 
“smart” way to make the advertisements fit seamless into the 
actual content that is targeted primarily. 
 Frontrunners webservices such as YouTube [4], 
DailyMotion [5] rely primarily on the watch history of the user 
when selecting appropriate advertisement. The watch history of 
the consumer is associated with the tag words that are used to 
describe the video content. These tag words for each video are 
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assigned by the content provider at the time of uploading the 
files to the webservice (or publishing the content as a scheduled 
event). However, the accuracy is debatable when defining a 10+ 
minutes video with only a couple of words. The videos include 
a lot of visual information, which is hard to define with only a 
few words. According to YouTube statistics [6], the average 
video is labelled with 3 to 4 tag words for an estimated 
catalogue of 7 billion videos as of January 2020. 

The historical user specific interest data of the previous 
watch sessions are generated on this relevant video tag 
information. Proprietary advertisement insertion mechanisms 
select the most convenient advertisement from the ad catalogue 
while matching the video tag. Also, it must be underlined that 
these “couple of words” represent the context of the video and 
does not pinpoint the actual moment of the visual illustration of 
the relevant tag word that is being perceived along the timeline 
of the video content. 
 In addition to all these facts, there is the infamous issue [8] 
which established GDPR [7] as a mainstream subject. This has 
become a ready to implode reality for any webservice since the 
first days of the shenanigans that has been taking place for 
Cambridge Analytica and Facebook in 2016 [8].  

Contradictory to 2000s and 2010s, the ingenious audience of 
2020s intends to share minimum amount of their personal data, 
ideally nil! Nowadays, even the average audience does not 
prefer the idea of a webservice that knows everything about 
them, both from interests and susceptibility perspective. The 
rising success of user data friendly search engines [9] such as 
DuckDuckGo [10] can be seen as the evidence of such 
consumer behavior for protecting personal data. 
 Online video services have evolved to a point that all 
advertisement related mechanisms should be reconsidered 
based upon a different point of view regarding the following 
facts: the inefficiency of video tag word mechanisms [11], 
inadequacy of video to advertisement context engagement [12], 
implausible calculation for the successful advertisement 
insertion moment into the video timeline [13] and protecting 
personal information in alignment with GDPR [14] where 
anonymity of the user is guaranteed unless explicitly shared. 
 This paper provides a novel perspective solution for all of the 
issues that is being originated from the conventional video 
tagging based advertisement insertion methodologies. The 
number of tag words for an average video is far from being 
sufficient to represent the video.  

This might provide thousands of tag words for a one-hour 
video content. However, more importantly, this will result in a 
situation where the video can be labelled throughout the 
timeline! With each consecutive frame labelled in a way to 
represent the context of the image, the same labelling 
mechanism can also be applied to the advertisement catalogue. 

Now, we have a frame-by-frame labelled video content 
catalogue along with a catalogue of frame-by-frame labelled 
advertisement content. The following task is to match the 
relevancy of the video tags with advertisement tags among a 
potential of thousands of distinctive labels.  

This method can achieve a successful advertisement 
campaign at the correct insertion moment for such an example 

occasion: consider an entertainment video in YouTube [4] with 
multiple animals in it, but from frame-by-frame labelling 
perspective the video is labelled as a cat video, and luckily one 
of the advert owners has introduced a cat food advertisement 
recently.  

Although there are other animals visible in the video, the 
moments where the cat figurine is consecutive in the timeline 
would provide the most convenient moment to insert cat food 
advertisement, as this will catch the attention of the audience 
immediately.  

As the audience active watch duration increases, this means 
that the user’s interest in alignment with the content of the 
video. This provides a positive indicator for a successful 
advertisement engagement even without any previous personal 
watch history data!  

The analysis for the advertisement insertion mechanism 
focuses only on the current content. If the user watches the 
content, it means that she/he is interested. If the user watches 
the content, the advertisement insertion mechanism must 
provide a related advertisement concentrating on the content. 
The only possible overall way is to achieve this is to rely on a 
frame-by-frame tagging mechanism. 
 In this paper, an object recognition framework based online 
video advertisement insertion system has been designed and 
developed which creates a frame-by-frame timeline tag 
mapping for each video in the catalogue, either content or 
advertisement.  

The timeline correlated tag information is used for content 
and advertisement association. This is achieved by matching 
most relevant tag words which also counterparts the most 
relevant duration throughout the content. This way achieves not 
only relevant advertisement and content matching, also solves 
the issue of selecting the appropriate advertisement insertion 
moment.  

The rest of the paper is given as follows: Section II outlines 
the related works in online advertisement insertion domain. 
Section III provides a state of art information about object 
detection and object recognition models. Following that, 
Section IV introduces the object recognition and tag word 
indexing mechanism that is based on machine learning and 
artificial intelligence.  

Section V provides the overall SuperEye platform 
implementation using the microservices model Section VI 
declares an explicit list of novelties and contributions of this 
paper. Section VII discusses the strategies to cover different 
advertisement durations and formulations regarding the content 
specific parameters.  

Section VIII hints use case scenarios and paradigms the 
experimentation for system validation. Section IX debates the 
results and presents a comparison both versus different object 
detection models and against state of art advertisement insertion 
methodologies that has been used to validate results. 

Section X discusses the overall results and finally Section XI 
provides the conclusions and future of the modern online video 
advertisement systems that should assist anticipated 5G web 
streaming systems. 
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II. STATE OF ART OBJECT DETECTION AND OBJECT 
RECOGNITION MODELS 

During the last decade, object detection [15] and object 
recognition [16] methodologies have evolved in a rapid fashion 
to fulfil the expectations of long anticipated modern 21st century 
computer vision [17] and artificial intelligence systems [18].  
Unarguably, a significant leap forward was mandatory in many 
aspects of science and technology to develop computer vision 
systems analogous to human vision capabilities such as 
achieving real-time object recognition capable software for 
mass production ready edge mini supercomputers.  

Parallel to the quest for any other major scientific target, 
there has been many scientific achievements required through 
the path to eureka for advanced object recognition, which 
principally has taken place in mathematical aspect, especially 
revolving around machine learning methodologies. The 
scientific achievements evaluate old but well-known statistical 
problems in a faster, yet with even a higher precision such as R 
Convolutional Neural Networks (RCNN) [19]. Support Vector 
Machines (SVM) [20] superseding the predecessor approaches 
such as Artificial Neural Networks (ANN) [21] or Kth Nearest 
Neighbor (KNN) [22]. The significant advances in machine 
learning methodologies have made this achievable through only 
parallel processing and with the recent rise of Graphical 
Processing Unit (GPU) [23] based computing by introducing 
new computational implementations of mathematical 
approaches to the well-known statistical problems which 
require immense processing power.  

The brand-new computational methodologies are just 
mimicking the nature, particularly the eye-brain correlation 
[24], which forms the foundation of vision capability in many 
mammals. Although the details of how mammals store required 
object specific parameters in brain still holds many mysteries 
for scientific world, computational methods store the object 
specific data in machine learning mathematical models. Then 
these models are compared with actual image using GPU 
powered parallel processing methods. 

Training models for object detection with frameworks such 
as Tensorflow [25] or Caffe [26] has already become widely 
accessible through well-known public data stores such as 
github.com [27]. Nowadays, within a couple of google search, 
object models can easily be found even on public domains that 
can distinguish different objects with a wide variety of ranges 
from 10s of objects to several thousands. The sizes of the 
machine learning models and their relevant footprint in memory 
changes regarding the number of training data that was fed into 
the machine learning model, considering the demand and 
motivation of the training process. 

Then comes the part of the connection of these machine 
learning models with the computer vision frameworks. The two 
frontrunners NVIDIA [28] and Intel [29] support OpenCV [30] 
(unofficially) and OpenVino [31] as their primary computer 
vision framework.  

These frameworks have native capability to connect machine 
learning models that are generated with Onyx, DarkNet, Caffe 
and Tensorflow [25] using a friendly Application Programming 
Interface (API). 

Figure 1. Architecture and Algorithm I for SuperEye Core Functionality, Object Detection and Recognition Microservice 
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After a short-phase integration, regarding the object-oriented 
approach of these frameworks, pipelines that support multiple 
machine learning models can easily be implemented on 
different demands. Another approach is to provide transfer 
learning for specific machine learning models, where the 
models are fine-tuned for quite specific object recognition 
capabilities such as detecting the species from a distinctive 
family of flowers or cats. 

Regarding these innovations in object recognitions models 
and the advances in GPU based computing, indexing online 
video content has become achievable even for small sized video 
webservices. In accordance with this motivation, this paper has 
designed and developed an object recognition catalogue system 
to index all the content that an online video service provides to 
match with relative advertisement context. Automated Video 
Tag Indexing for an online video content forms the fundamental 
foundation of this framework. 

III. OBJECT RECOGNITION AND VIDEO TAG WORD INDEXING 
Automated Video Tag Indexing microservice for the online 

video content forms the fundamental foundation of the 
proposed framework. The steps are given as pseudocode for the 
object recognition microservice as Algorithm I. Using object 
detection and object recognition machine learning models, each 
reference frame [32] in the video content is processed and 
associated with several number of different objects where 
applicable. 

ALGORITHM I 
OBJECT RECOGNITION MICROSERVICE FOR  

AUTOMATED VIDEO TAG INDEXING  

1. LOAD VIDEO FILE THAT IS UPLOADED THROUGH WEB DASHBOARD 
2. CALCULATE UNIQUE VIDEO HASH FOR THE VIDEO 
3. INSTANTIATE OBJECT RECOGNITION MACHINE LEARNING MODEL 
4. FOREACH I FRAME IN VIDEO CONTENT 
5. DISTINGUISH OBJECT(S) IN VIDEO, STORE OBJECT DATA AS IMAGE IN 
DISTRIBUTED FILE SYTEM HADOOPFS. 
6. UPDATE OBJECT RECOGNITION DATA IN DISTRIBUTED DATABASE APACHE 
CASSANDRA. 
7. PROVIDE AUTOGENERATED TAG BASED PRESENTATION OF THE VIDEO 
8. END FOREACH 

Regarding the detected objects, a timeline map is generated 
for the video where the image data are stored for each object in 
a distributed file system HadoopFS [33], while the recognized 
object with relative timestamp is stored in a distributed database 
Apache Cassandra [34] where the video content is transcoded 
and prepared for Adaptive Bitrate (ABR) [35] making it ready 
to be accessible through a choice of compatible Content 
Delivery Network (CDN) [36]. 

The source code for the object recognition microservice is 
written in C++ using OpenCV as the primary computer vision 
library for image and matrix operations. Deep Neural Network 
(DNN) connector functionality of OpenCV is used for 
importing machine learning models YoloTiny, YoloV3, 
DetectNet, Coco [37] and RCNN that are trained with 
frameworks such as Caffe and Tensorflow. BACKEND_GPU 

Figure 2. Overall Architecture for SuperEye Object Recognition based Contextual Engagement Online Advertisement Insertion System 
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is selected for OpenCV neural network operations to employ 
parallel processing capability that is natively supported within 
the principal computer vision library. The final output of the 
automated video tag indexing microservice is the JavaScript 
Object (json) output where each frame is associated with tags 
wherever available and a json output example is provided with 
Table II.  

IV. OVERALL ARCHITECTURE FOR SUPEREYE PLATFORM 
MICROSERVICES 

Object recognition microservice that is discussed in detail in 
section IV forms the core of the SuperEye smart advertisement 
system that is powered by machine learning and artificial 
intelligence.  
 

 
Figure 3. Detected Objects vs Timeline Visual for a video content of 
frequent type on the web, cat-dog videos. The recognized objects for 
the video have been provided in a timeline while visualizing the most 
significant object for the watch duration. 

In this section, the rest of the system regarding internal 
messaging mechanisms between object recognition 
microservice and the web framework for the video upload 
dashboard that is targeted for both content and advertisement 
owner will be presented. 

First step, the user (either content owner or advertisement 
owner) uploads the content using their credentials associated 
with their account. The content is uploaded through dashboard 
that is implemented with the Django Python framework. The 
framework instantiates a containerized object recognition 
microservice docker image to process the video with the 
configured machine learning model. Concurrently, wherever 
applicable, new frames are processed, and JSON data are 
updated regarding new object recognition information that is 
determined in Algorithm I using steps 5 and 6. The dashboard 
is also updated using live timeline visualization patterns. 
Conclusively, when all reference frames are processed, video 
JSON data in database are marked as ready for use and the 
docker container is also terminated. The system is built by using 
Google App Engine and can execute as many objects 
recognition microservice docker containers as possible 
concurrently for different videos. These videos are submitted 
through the web service using the microservice architecture and 
is aligned with the cloud resource deployment strategies. Fig 3. 
visualizes an indexed video content of 40 minutes, where 
between 4:30 - 11:00 the most significant detected object 
detected is a dog, between 15:15 – 28:20 is a cat and between 
32:10 – 35:00 is a horse. The two-dimensional plot of detected 
objects vs time function provides an understanding of the 
contextual data in a graphical fashion presented in Fig 3. 

Parallel to the first step of the content owner, the advert 
owner also uses the same webservice to parse the recognized 
objects in advertisement content and generate and indexed 
timeline of detections, which are arranged as JSON output. Fig. 
4 represents the indexed advertisement catalogue, where the left 
hand-side content is a dog biscuit advertisement, middle content 
is a funny raven video and right hand-side content is cat food 
advertisement. 

Second step, for each video content, timeline priority of the 
detected tag words is reordered in ascending sorted list. This list 
provides an understanding for labelling the video from overall 
point of view. At the end of the second step, the video is parsed 
and the number of frames including particular objects has been 
recorded. In order to achieve a better understanding and 
visualize current comprehension of the particular content, Fig. 
3 and Fig 4 can be considered. 

Third step is based on matching the sorted tag words in the 
lists for the detected objects in the video hints possible 
contextual engagement with relative advertisement content 
with same detected objects. 

The current data for the object recognition have been 
abstracted by using a frequently available content type on web, 
a cat-dog video. Though, there are different types of objects 
detected during the object recognition phase, due to the 
knowledge of the number of objects counts in a consecutive 
frame-by-frame analysis. There is a distinctive understanding 
of the video and quite good chance of finding correct moment 
of advertisement insertion.  
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Figure 4. In accordance with video content, advertisement contents 
are analyzed and an object detection timeline for each advertisement 
in the catalogue is indexed. 

 
Without loss of generality, in this case the proposed 

framework aims to insert a dog biscuit advertisement between 
timestamps t1 and t2 and correspondingly a cat food 
advertisement between t3 and t4, following the automatic 
fashion that has been described in the previous section. This 
corresponds to the most conveying moments as the primary 
contextual focus of the content and that specific interval is 
distinctive. 

These two well-defined moments are the best candidate for 
stitching a contextual matching advertisement. Perceptibly, 
there needs to be other mathematical decision mechanisms 
about the calculations regarding the number of advertisements 
that is to be inserted for content and advertisement durations 
which will be discussed in detail in Section VII. 

V. NOVELTIES AND CONTRIBUTIONS OF SUPEREYE, SMART 
ADVERTISEMENT INSERTION SYSTEM 

This paper provides a novel technique in the context of smart 
advertisement insertion for online video broadcasting systems. 
In order to achieve this an online video indexing platform has 
been designed and developed. The service is accessible through 

the url “https://www.supereye.co.uk”. Below are the brief 
ideas regarding the approach that is being mentioned 
throughout the manuscript that can overcome the bottlenecks 
for today’s advertisement insertion mechanism. 

1. The methodology is based on the contextual engagement 
of the video content to the advertisement content. The 
underlying idea for clarification of a user’s interest area 
is simple, if the user watches the content, advertisement 
related to content should be shown. Although still 
compatible and applicable, relying on the track of 
previous user web searches or video watch history is not 
required which achieves advertisement insertion in a 
GDPR safe attitude. 

2. With this method, the advertisement can be inserted at 
the most convenient moment with the most relevant 
context, because both the video and advertisement 
context are labelled in a frame-by-frame approach. In 
terms of orthodox strategies, this can “only” be achieved 
manually with a human operator even when online video 
services are considered. 

3. Videos can be auto labelled while superseding user 
assigned limited number of tag words. By using this 
methodology, in accordance with the content length, 
videos can easily be labelled by hundreds even 
thousands of relevant concepts. 

4. Frame-by-frame labelling can cluster the videos 
partially rather than tagging the video as a whole entity. 

5. The strategy guarantees to show contextual related 
advertisement to the requested video content from a 
frame precise point of view. 

VI. CONTENT VS ADVERTISEMENT DURATION PARAMETERS 
Apart from contextual engagement, there are other important 

parameters related with advertisement and video association, 
which must be considered to achieve a successful advertisement 
insertion system.  

Some of those parameters are oriented with the duration of 
advertisement and video or the capability to skip the ad. For 
instance, showing five different 30s advertisements for a 3-
minute video would disturb user watch experience and will be 
totally unacceptable. In contradictory, stitching a single 
advertisement for a 2-hour premium content might result in a 
non-profitable situation for the content provider and also 
advertisement broker. 

In this section, the methodology and mathematical model for 
finding the most appropriate interval for advertisement 
insertion is presented. This mathematical model provides a 
basis for respecting advertisement duration versus video 
content duration related parameters such as content to 
advertisement ratio, advertisement duration, user’s total watch 
session duration and number of stitched advertisements. 

Regarding conventional online video, the content duration 
represented by 𝑙! can be classified in three different groups.  

Group 1: 𝑙! < 4𝑚𝑖𝑛 content can be short videos, funny clips 
or music videos.  

Group 2 4𝑚𝑖𝑛 < 𝑙! < 10𝑚𝑖𝑛 can be web blogs, news or 
short movies.  

Group 3 𝑙! > 10𝑚𝑖𝑛 can be classified as movies, series or 
sports. 
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All of these varying 𝑙! values require different advertisement 
insertion approach. For instance, it would be unacceptable to 
insert advertisement in the middle of a music clip of 𝑙! < 4𝑚𝑖𝑛 
type, where the advertisement must be shown prior to the 
content. In addition to that, for a 𝑙! > 10𝑚𝑖𝑛 content, 
maximum possible acceptable amount of advertisement must be 
inserted in order to achieve a profitable service without 
disturbing customer satisfaction. 

The first decision that needs to be taken is to calculate the 
most convenient number of advertisements for each value of 𝑙!, 
for each duration type [38]. The number of stitched 
advertisements is represented by “n” and can be estimated with 
Eq. 1 and Eq. 2 where the value of n can be computed with 
linear relation to the content duration, “𝑙!" following the 
proprietary but easy to follow brief conventions of YouTube. 

 

𝑛 = 	 #
𝑙𝑐 < 4𝑚𝑖𝑛	, 1

4𝑚𝑖𝑛 < 𝑙𝑐 < 10𝑚𝑖𝑛,
𝑙𝑐 > 10𝑚𝑖𝑛,𝑁(𝑙𝑐)	

𝑁(𝑙𝑐) 
 
(1) 

 
 

𝑁(𝑙𝑐) = 	𝜅	𝑙𝑐 
 
(2) 

 In order to associate content and advertisement duration 
related parameters and find the most convenient interval for 
advertisement insertion,  

 

 
Figure 5. Advertisement insertion calculations using Eq. 3 for different 
content duration, from top to bottom; 3min, 3-10min, 60min, 60+ min. 
yellow rectangles along the video content timeline represents the 
duration of advertisement that has been inserted into the content. 

Concurrently, as the L increases, the advertisement insertion 
becomes less frequent in order to avoid Quality of Experience 
(QoE) for Advertisement Insertion degradation. 
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(3) 

 
Eq. 3 is presented as a sinusoidal function 𝑡!"(𝑛) where 𝑙!" is 

ith advertisement duration, 𝜆$ is the ratio of the advertisement 
duration, 𝑇%&' for maximum watch session duration and 
finally, L refers to the whole watch session experience duration. 

The nature of the sinusoidal function provides a repeating 
behavior where certain frequencies introduce multiple 
advertisement into the content.  
 

TABLE I 
LIST OF NOTATIONS 

Notation Meaning 

𝑙!  Content duration 

𝑇%&'  Maximum watch session duration for a particular user 

ϕ The duration for Skippable advertisement ability 

e The acceptable duration delta zone for next advertisement 
insertion 

𝜆𝑖 The ratio of duration of ith advertisement to the duration 
of content,  

𝑛 Number of advertisements stitched during a watch session 

𝐿 Whole watch session experience duration 

𝑙#$  
Duration for the ith advertisement inserted to the content  

𝜅 Constant for the sinusoidal function 

𝑡!"  Timestamp representing the moment of ith Ad insertion 

VII. PRACTICAL USE CASE SCENARIOS AND 
EXPERIMENTATION AGAINST SECTOR’S FRONTRUNNERS, 

YOUTUBE, VIMEO AND DAILYMOTION 
This section will present the experimentation methodology 

that has been employed for evaluating the success of SuperEye, 
smart object recognition-based advertisement insertion 
framework. In order to cover a wide variety of video and 
advertisement content, a catalogue covering an extensive range 
of genres has been generated. Simultaneously, the content 
catalogue spans several different durations in order to cover the 
three groups considered in this study: 𝑙! < 4𝑚𝑖𝑛, 4𝑚𝑖𝑛 < 𝑙! <
10𝑚𝑖𝑛, 𝑙! > 10𝑚𝑖𝑛 conditions. From the catalogue, some of 
the selected content and advertisement video information have 
been presented in Table I along with genre, duration and 
primary dominant recognized object throughout the context. 

A. Subjects, equipment and test content 
The experimentation methodology that is retained in this 

work, is based on a platform allowing the users to watch online 
video content through the web service accessing random video 
contents with their smart devices where advertisements have 
been inserted into their watch experience regarding the content 
and watch session parameters. At the end of each video session, 
users have been provided a survey [39] that consists of 
questions regarding to the relevance of both duration 
parameters and contextual engagement of the content versus 
inserted advertisements. 
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TABLE II 
INFORMATION REGARDING SELECTED VIDEO AND ADVERTISEMENT CONTENT 

FROM SUPEREYE OBJECT RECOGNITION BASED ADVERTISEMENT INSERTION 
FRAMEWORK VIDEO CATALOGUE 

Video Content Duration 
(seconds) 

Genre Most significant 
recognized object 

stonehenge-doc 890 documentary Rock 
thor-tlr2 142 action People 
thetheoryofeverthing 104 biography People 
kedi-doc 2114 drama Cat 
skyfall-tlr2 151 crime Car 
theintern-tlr2 179 comedy People 
independenceday-tlr2 191 science fiction Spacecraft 
applepay 88 advertisement Phone 
bayercat 42 advertisement Cat 
iphone 35 advertisement Phone 
mercedes 74 advertisement Chicken 
messydog 29 advertisement Dog 
samsung 42 advertisement Television 
vodafone 87 advertisement Dog 

 
Subjects who have participated in the research are 

undergraduate and postgraduate students attending computer 
science and data science programmes at London South Bank 
University at the time of the experimentation. A total of 24 test 
subjects have participated for the testing evaluation in 3 
different 60 minutes sessions. Testers have used 12 different 
consumer devices including a variety of mobile phones; 
Samsung S3, S4, S5, Note 3, Note 4, Sony Xperia XZ which 
have resolution of 1920x1080, HTC 10 (2560x1440) and 
personal computers; Dell Latitude e6410 (1280×800), 
Macbook (2560x1600), HP Elitebook8460 (1366x768), 
Probook 430 (1366x768) where either Firefox or Safari 
browsers have been executed depending on the operating 
system of the particular device. All test consumer equipment 
that has been used via crowdsourcing received service from the 
proposed video object detection and web services that executes 
on Google App Engine running via Docker and Django 
framework on a serverless cloud platform. 

In terms of test content, the subjects have been provided a 
collection of 30 three minutes, 10 three to twenty minutes and 
10 twenty plus minutes as video content catalogue. 
Additionally, a separate catalogue of 30 different publicly 
available advertisement content ranging from 30 seconds to 2 
minutes have been used. Information regarding some of the 
selected videos and advertisement content has been presented 
in Table I. All the content can also be accessed through the 
object recognition portal that is associated with this paper. 
Relevant access information has been provided in Section IV. 
 The test subjects have provided their advertisement insertion 
experience through online questionnaire which have been 
prepared in alignment with ITU standard P.912 [39] where they 
have responded about the relevance of the content to 
advertisement, the suitability of the advertisement insertion 
moments throughout the watch experience and acceptability of 
the number of advertisements for a particular content duration. 

B. Object Recognition Models 
The foundational microservice of this architecture is the 

object recognition mechanism that has been discussed in 
Section III. Due to the pipeline-oriented design for the 
microservice, the object recognition mechanism can benefit 
from multiple machine learning models including but not 

limited to Yolo-tiny, YoloV3, DetectNet and GoogleNet, which 
can be connected to OpenCV through Caffe and Tensorflow 
backends.  

The technical performance of these models varies with 
respect to couple of parameters, the size of the model, the type 
of the machine learning model, the number of objects that can 
be distinguished per each ML model and the efficient 
implementation of memory, L1, L2 usage, cache miss 
performance along with GPU support. Object recognition 
capabilities mainly rely on the number of object classes that can 
be distinguished. however correct labelling and confidence 
plays another important factor. Brief information regarding 
these models and the recognition capabilities are declared in 
Table III. 

TABLE III 
OBJECT RECOGNITION MACHINE LEARNING MODEL COMPARISON FOR 
SUPEREYE OBJECT RECOGNITION BASED ADVERTISEMENT INSERTION 

FRAMEWORK   
Object Recognition 
ML Model 

Size  
(in MB) 

Number of 
object classes 

Frame per second 
(in ms) 

Yolo-Tiny 230  80 9 
YoloV3 88 120 18 
DetectNet 104 300 78 
GoogleNet 180 500 44 
DarkNet 240 500 75 

 
The subjects have been provided random video content with 

varying durations from the catalogue that has been mentioned 
in Section VIII that provide a watch experience similar to 
conventional online video services.  

For each subject, the experimentation has been repeated 
using SuperEye while interchanging the object recognition 
models that has been listed in Table II and for YouTube, Vimeo 
and DailyMotion.  

For each particular watch session, the number of 
advertisements, the moment for inserting advertisement using 
Eq. 3 and the relevance of advertisement have been evaluated 
with the object association mechanism that has been presented 
in Fig. 2. 
 

The comparison regarding user’s evaluation of the success 
of the online video advertisement insertion system has been 
provided in Fig. 6 as Quality of Experience for Advertisement 
Insertion for varying session durations and object recognition 
models. 

C. Comparing Object Recognition Models using SuperEye 
The outcomes of the experimentation that has been clarified 

in Section VIII.C with three different 𝑙! constraints. 
Regarding constraint 𝑙! = 3𝑚𝑖𝑛, following a 100-minute 

watch session, the performance of Yolo model exceeds the 
performance of the other models DetectNet, GoogleNet, 
DarkNet and Yolo-Tiny.  

Unexpectedly, the underlying reason might be the lower 
number of object classification capability of Yolo when 
compared to the other methods except for Yolo-Tiny. Indexing 
with auto tag words for short videos such as music videos and 
short web blogs requires advertisement prior to the content and 
selecting appropriate location during the content is not 
applicable for this kind of content. 



 9 

 

 

 
Figure 6. Quality of Experience vs Session Duration for Varying 
Session Durations using Different Object Recognition Models 

For 4𝑚𝑖𝑛 < 𝑙! < 10𝑚𝑖𝑛, GoogleNet performance is better 
when compared to the rest of the models where the QoE first 
starts to degrade after 60 minutes of experimentation. From the 
overall point of view, GoogleNet has a slightly better object 
classification capability than DarkNet and DetectNet, yet for 
the video catalogue, the same confidence index provided better 
object recognition rates which might be the motivating reason 
for the performance. The constraint 𝑙! > 10𝑚𝑖𝑛 provides a 
watch session experience similar to a single concrete long 
content such as a conventional movie or a documentary. The 
advertisement insertion rate is similar to the fourth type in 
Figure 5 and most of the object recognition methods provide a 
similar performance while Yolo provides a slightly better QoE 
especially following the first 40 minutes of the experimentation. 
Through the outcomes of this constraint, we can say that when 
the number of the classes for object classification exceeds about 
100 distinctive types. Therefore, the object recognition system 
can provide a similar behavior for each machine learning 
model. 

D. Comparing SuperEye vs Youtube, Vimeo and DailyMotion 
Online video broadcasting platforms execute proprietary 

video analyzing mechanisms for many aspects of the service. It 
is certain that this technology will be dominantly and inevitably 
applicable for all online video services. Yet, it is not explicitly 

clear until which level YouTube or DailyMotion provides 
object recognition or autonomous classification mechanisms 
for current online advertisement insertion services. 

Nevertheless, comparing the success of YouTube, Vimeo 
and DailyMotion is still possible by creating the same content 
video playlist and expect the proprietary mechanisms to insert 
advertisement using their own algorithms and compare them to 
the success rate of SuperEye. In this environment, no previous 
user web search history has been provided to the online video 
broadcasting system by relying on “incognito mode” of 
browsers where it is natively supported by major browsing 
applications such as Firefox, Chrome and Edge.  

Under same circumstances, a similar experimentation is 
executed for each of the video services including SuperEye. 
The technique for comparing SuperEye versus other online 
video streaming services has been clarified explicitly in [38] 
with detail, especially about the playlist generation and 
comparison strategies. Hence, this concept will not be repeated 
in while stating that the same strategy has been employed in this 
manuscript.  

 
Figure 7.Quality of Experience for Online Video Advertisement 
Insertion vs Session Duration, for SuperEye, YouTube, Vimeo and 
DailyMotion 

Spanning a total of 4320 minutes of test sessions for each 
product, the cumulative user experience has been measured in 
a quantitive approach where Fig. 7 shows moving average for 
the sessions that has been explicitly mentioned in section VII. 
The users have evaluated their experience in an online scoring 
questionnaire out of 5 levels and this data reflects the success 
rate of advertisement insertions during the watch experience. 
Due to the nature of QoE surveys that are presented at the end 
of multimedia applications, such as Skype or WhatsApp [3] 
calls or YouTube [4] happiness questionnaires, in Fig. 7, the 
overall results are presented in a function of time vs QoE. 

Regarding QoE for online advertisement, SuperEye has 
provided a better performance against YouTube, Vimeo and 
DailyMotion for mixed content where 𝑙! > 10𝑚𝑖𝑛 as provided 
in Fig. 7. The following results have been achieved by 
estimating the average of the QoE collected from subjective 
questionnaire with the motivation of [39]. 

VIII. CONCLUSIONS AND FUTURE OF THE MODERN ONLINE 
ADVERTISEMENT INSERTION SYSTEMS 

In this work, a novel online video advertisement system has 
been presented using object recognition. Such approach can 
possibly shape the next decade of the future of video streaming 
services.  
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The technology world is evolving in a way that every 
business becomes a software business. And a significant 
amount of these software businesses is one way, or another 
based on or connected with video streaming technologies, 
including but not limited to social media, news, education, 
music, cinema and many other forms of entertainment. 
Regarding the primary origin of the profit for any video 
streaming business it will not be very difficult to state that the 
next 10 years of online video streaming will be dominated by 
smart online video insertion mechanisms. Throughout the 
manuscript, parameters for achieving a successful online video 
advertisement insertion mechanism are given from multiple 
perspectives including both duration and contextual oriented 
arguments. As vividly given with this work, customer 
engagement rates for content aware advertisement architectures 
can easily generate better results in terms of correct audience 
targeting and increasing both Quality of Experience and 
profitability for the business. Overall results that have been 
declared in Section IX provides a good understanding of the 
future of the online video advertisement and how it will evolve 
parallel to the achievements in object detection and object 
recognition. 
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